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Preliminaries

Historical aspects

Solving nonlinear equations is an important part of numerical analysis.
First result in solving nonlinear equations is the well-known Newton’s

method (1643-1727), from Method of Fluxions [100], developed in 1671, but
posthumously published only in 1736. In this work, Sir I. Newton describes
his method in a more complicated way than we know it today. As an ex-
ample, Sir I. Newton presented how to find the real root for the equation
x3 − 2x− 5 = 0 and, in addition, it was shown that the root is greater than
2 and less than 3.

In 1690, Raphson(1648-1715) published Analysis aequationum univer-
salis [123], in which is presented Newton’s method to approximate the roots
of an equation in a simplified way. It seems that Raphson was one of the
few people for who Newton allowed to see his mathematical works (see the
Raphson’s biography [104]).

Although known as Newton-Raphson method, according to N. Koller-
strom, Thomas Simpson and ’Newton’s method of approximation’: an en-
during myth [84], the actual form of method belongs to T. Simpson and it
was published in 1740, see Essays ... on Mathematics [129].
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2 PRELIMINARIES

In his work, Historical note on Newton-Raphson method of approxima-
tion, published in 1911 [31], Florian Cajori presents some interesting consid-
erations about Newton method. Among others, he said that the first printed
form of Newton method is in 94th chapter of Wallis work, Algebra, published
at London in 1685.

In 1948, Kantorovich proves the quadratic convergence on Banach spaces
of Newton method. After that the method is known as Newton-Kantorovich
method.

Regardless of any existing controversy, after pioneering of Newton method,
there were established many others famous method, such as Euler and Cheby-
shev [128], Halley [65, 66], Kantorovich [78], Ostrowski [105, 106].

Chronologically, many papers was written in the literature. These works
presented either new methods or some new improvements of old version of
Newton method. In this way, it was started a contest to improve the []

We recall some of these works: S. Weerakcoon and T. G. I. Fernando
[140], T. Yamamoto [143], J. M. Gutiérez and M. A. Hernández [64], S.
Abbasbandy [1], S. Amat and all. [5], I. K. Argyros [19, 20, 21], A. Y.
Ozban [107], H. H. H. Homeier [71], C. Chun [39, 41, 40], J. Kou şi and
all [85, 87, 88, 89, 86], Y. Ham and all [67], Z. Xiaojian [142], M. A. Noor
and all [102, 101, 103] or Ljiljana şi Miodrag Petković [113, 111, 112, 57]
etc.

Now, if we refer to the important monograph in the literature, we can
record the works of: J. F. Traub [132], A. M. Ostrowschi [105, 106], A.
Householder [72], W. Gautschi [62], C. T. Kelley [82, 81], D. Kincaid şi
W. Cheney [83], I. K. Argyros şi F. Szidarovszky [22], or the works of
Romanian authors: G. Coman [49], Şt. Măruşter [98, 99, 96, 97], V.
Berinde [26, 27, 25, 28, 29], E. Cătinaş [36, 37, 35, 34, 33], O. Cira
[43, 45, 44, 47, 46], A. Diaconu [54, 55], O. Agratini and all [2], I. Păvăloiu
[119, 118, 120, 121], A. Lupaş [93], etc.
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The structure of PhD Thesis

This PhD thesis contains five chapters and one annex.
First Chapter contains some notions and preliminaries results. Newton

method is presented here, along with some methods for numerical approxi-
mation of solutions of nonlinear equations. Also, some proofs of convergence
are presented.

In the second chapter, some methods of Newton type used to solving
nonlinear equations are presented. A new own method is proposed here.
Also, two new methods of representation for the attraction basins of roots of
nonlinear equations are presented. In the end of this chapter, a comparative
study of some iterative methods is presented. The study is made with respect
to attraction basins related to each method.

In Chapter 3, iterative methods and attraction basins of zeroes of poly-
nomial equation with complex coefficients are presented. Also, a comparative
study based on attraction basins is presented here.

The fourth chapter contains the results related to a new topological
structure introduced by author.

A didactic application, developed by author, is presented in chapter 5. It
is an application which highlights some elements related to attraction basins
of zeroes of equations with complex coefficients.

The annex contains the Mathcad and Pascal programmes(sours code),
which were used to generate the attraction basins.

Personal contributions

In that follows, there are the main results of author:

1. We introduced, for the first time, of two graphical representations
of attraction area of roots of nonlinear equations with real coefficients, G.



4 PRELIMINARIES

Ardelean [13].

2. We developed a new iterative method of Newton type to solve the non-
linear equations. This new Newton method has a large convergence’s area
than other known methods, G. Ardelean [14].

3. We proved the convergence of some Newton methods using the sym-
bolic computation by Mathematica and Maple, G. Ardelean [18, 17, 15].

4. We developed one soft to generate the attraction basins, G. Arde-
lean [10].

5. We made a comparative study of iterative methods for solving some
nonlinear equations with real coefficients, using the attraction basins, G.
Ardelean [14].

6. We made a comparative study of iterative methods for determining
the zeros of polynomials equations with complex coefficients, using the at-
traction basins, G. Ardelean [11].

7. We have formulated and proved some properties of left topology re-
lated to a quasiorder relation, G. Ardelean [8, 7].

8. We introduced a new topological structure on attraction basins and
proved some properties of this topology, G. Ardelean [16].

9. We developed a soft which is necessary to view the attraction basins
and to represent, in a graphic and interactive way, some specific elements of
these areas , G. Ardelean [12].
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10. We made a DVD attached to this thesis. This DVD contains elec-
tronic form, the didactic soft and the necessary instructions for use.

Thanks

We thank you, Mr. Prof. Ion Păvăloiu, for your careful coordination
that we received throughout the elaboration of this PhD thesis.

We thank you, Mr. Prof. Vasile Berinde, for your relevant remarks
expressed relative to the way of presentation of some results.

Also, our thanks go to our colleague Andrei Horvat-Marc, for his support
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CHAPTER 1

Preliminaries

This chapter includes some mathematical results and fundamental con-
cepts that will be used in presentation of the results in the thesis. In this
chapter we used the presentation from cite agra1, gaut1, kinc1, pava1, trau1.

1. Preliminary results, fundamental concepts and notations

2. Newton’smethod for solving nonlinear equations

2.1. Generating the Newton’s method by inverse
interpolation

2.2. Inverse interpolation

2.3. Generating the Newton’s method by graphical way

2.4. The convergence of Newton’s method

2.5. A priori error estimate

2.6. A posteriori error estimate

2.7. Other demonstrations of convergence of Newton’s
method

3. Newton’s method for systems of linear equations
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CHAPTER 2

The attraction basins for the real roots of nonlinear
equations

In this chapter, the most relevant Newton-type iterative methods for
solving nonlinear equations f(x) = 0 and a new method constructed by the
author of the thesis, Bisectrice-Newton method, are presented.

In the following, we will refer to Newton’s method by Classical Newton
(NC) andto present Newton-type methods we use names and abbreviations
established in the literature.

1. Newton-type methods for solving nonlinear equations

1.1. Arithmetic mean Newton metod (AN)

1.2. Harmonic mean Newton metod (HN)

1.3. Midpoint Newton metod (MN)

1.4. A new method, Bisectrice Newton metod (BN)

This method we introduced in G. Ardelean [14], and is given by the
following calculation scheme:

(2.1) xn+1 = xn − f(xn) f ′(xn) + f ′(yn)
f ′(xn)f ′(yn) +

√
(1 + f ′(xn)2)(1 + f ′(yn)2)− 1

,

where

(2.2) yn = xn −
f(xn)
f ′(xn) , n = 0, 1, 2, ...

7



82. THE ATTRACTION BASINS FOR THE REAL ROOTS OF NONLINEAR EQUATIONS

This method is third-order convergent for simple roots and its efficiency
index is 3 1

3 ≈ 1.442.
The base quality of our method consists in the fact that it has a larger

convergence area, compared with similar methods (with the same order of
convergence and the same efficiency index).

We construct our new iterative method based on a geometric observa-
tion. For this purpose consider the following figure (Figure 2.4).

Figure 2.4. Bisectrix Newton’s method, graphical view.

Let xn be an approximation to a simple root α of f(x) = 0. Let’s
consider the angle between the tangent l1 to the curve y = f(x) at (xn, f(xn))
(the green line) and the line l2 passing through the point (xn, f(xn)) and
parallel to the tangent to the curve y = f(x) at (yn, f(yn)), (the longer blue
line) where

yn = xn −
f(xn)
f ′(xn) .

Then as the next approximation xn+1 we consider the point where the
bisectrix of the angle mentioned above intersects the x-axis. Let θ and ϕ be
the angles which the lines l1 and l2 make with the positive x-axis respectively.
So we have tanϕ = f ′(xn) and tanθ = f ′(yn). It is clear that the tangent
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of the angle between the bisectrix and the positive x-axis or the slope of the
bisectrix is

tan
ϕ+ θ

2 = 1− cos(ϕ+ θ)
sin(ϕ+ θ) = 1− cosϕcosθ + sinϕsinθ

sinϕcosθ + sinθcosϕ

=
1

cosϕcosθ − 1 + tanϕtanθ

tanϕ+ tanθ
=
tanϕtanθ +

√
(1 + tan2ϕ)(1 + tan2θ)− 1
tanϕ+ tanθ

So we have

xn+1 = xn −
f(xn)
tanϕ+θ

2
= xn −

(tanϕ+ tanθ)f(xn)
tanϕtanθ +

√
(1 + tan2ϕ))(1 + tan2θ)− 1

and then
(2.3)

xn+1 = xn −
(f ′(xn) + f ′(yn))f(xn)

f ′(xn)f ′(yn) +
√

(1 + f ′(xn)2)(1 + f ′(yn)2)− 1
n ≥ 0.

We call the method defined by equation (10) the Bisectrix Newton’s
method (BN), where yn is given by (2.2).

In the following we will prove that this method is third-order convergent.
It is obvious that the efficiency index of the method also is 3 1

3 ≈ 1.442.

1.5. The convergence of Bisectrice Newton method

To prove the convergence of Bisectrice Newton we use the following
theorem:

Teorema 2.1.1. [62] The fixed-point iteration

(2.4) xn+1 = F (xn), n = 0, 1, 2, . . .

is of convergence order p if F is sufficiently smooth on an interval containing
α, a fixed point of F and satisfies

(2.5) F ′(α) = F (2)(α) = · · · = F (p−1)(α) = 0 and F (p)(α) 6= 0.
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The convergence of Bisectrice Newton method results from the following
theorem:

Teorema 2.1.2. (G. Ardelean [14]) Let α ∈ I be a simple zero of a
sufficiently differentiable function f : I → R for an open interval I. If
f(x) is sufficiently smooth in the neighborhood of α, and initial value x0 is
sufficiently close to α, then the method defined by the relations (2.1) şi (2.2)
is third-order convergent and the corresponding error equation is

(2.6) en+1 = (c
2
2
A

+ c3

2 )e3
n +O(e4

n),

where A = 1
1+f ′(α)2 .

To prove the theorem we used symbolic computation in Maple 12.0 pack-
age.

2. The attraction basins for the real roots of nonlinear equations

The famous images of fractal basins of attraction for zeros of polynomials
with complex coefficients is already known.

In the following, G. Ardelean[13], we present two new graphical models
for the basins of attraction of real roots, generated by iterative methods
for solving nonlinear equations. Even if the images generated are not so
spectacular that in complex case, they shows us some informations about
the behaviors of the iterative methods (as intervals of convergence and the
speed of convergence).

2.1. Some "bizarre" results ?

2.2. Generating and viewing the basins of attraction

To present our variants for viewing the basins of attraction for the real
roots of a nonlinear equation, we return to the classical Newton method
(classical Newton’s method (CN)), defined by
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(2.7) xn+1 = xn −
f(xn)
f ′(xn) , n = 0, 1, 2, . . .

where f : I → R is a differentiable function. Let α be a root of the equation
f(x) = 0, adică f(α) = 0. It is known that if f ′(α) 6= 0, x0 is sufficiently
closed to α and under some conditions, the sequence {xn}∞n=0 converges to
α.

The application

(2.8) F (x) = x− f(x)
f ′(x)

is called Iteration Function (I.F.) of the method defined by (2.7).
Let x0 ∈ [a, b]. Dacă starting from the point x0, the sequence genereted

by the relation (2.7) converges to α, then the point x0 is said to be attracted
by the root α.

The attraction basin for the rootα and the Iteration Function F is the
set of all start points x0 ∈ [a, b], wich are attracted by α.

To present the graphical view of the basins of attraction we considered
the classical Newton’s method defined by the relation (2.7), and the nonlinear
equation f1(x) = 0, where

(2.9) f1 : [−8, 8]→ R, f1(x) = 2xsinx− 2

The roots of the equation f1(x) = 0 in the interval I1 = [−8, 8] are α1 ≈
−6.439, α2 ≈ −2.773, α3 ≈ −1.114, α4 ≈ 1.114, α5 ≈ 2.773 and α6 ≈ 6.439.

We present two variants for graphical representation of the basins of
attraction.

a) The "sinusoidal" model for the basins of attraction
To represent, for example, the basins of attraction for the roots of the

equation f1(x) = 0 on the interval I1 = [−8, 8] using classical Newton’s
method, we cover the interval I1 by n+1 equidistant points {ti}ni=0 (in this
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case n = 500, t0 = −8 and t500 = 8). We solve the equation starting from
each point x0 in these points.

If x0 attempts a root α of the equation, α ∈ I1,with a tolerance ε = 10−5

in a maximum of 14 iterations then we draw a line between the points (x0, 0)
and (x0, f1(x0) in a color associated to the root α.

If x0 is not attracted by any root α ∈ I1, then we do’nt draw nothing.
So, the white regions means that here the method does not converges to any
root in I1.

Figure 2.6."Sinusoidal" view for Newton’s method and the equation
f1(x) = 0

b) The"bars" model for the basins of attraction
To represent, for example, the basins of attraction for the roots of the

equation f1(x) = 0 on the interval I1 = [−8, 8] using classical Newton’s
method, we cover the interval I1 by n+1 equidistant points {ti}ni=0 (n = 500).
We solve the equation starting from each point x0 in these points.

If x0 attempts a root α of the equation, α ∈ I1,with a tolerance ε = 10−5

in k ≤ 14 iterations then we draw in x0 a vertical bar with height equal to
k and in a color associated to the root α.

If x0 is not attracted by any root α ∈ I1, then we draw at x0 a red bar
under the Ox axes.
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Figure 2.7 ."Bars" view for Newton’s method and the equation f1(x) = 0

This kind of representation is more relevant as the "sinusoidal" one be-
cause it shows us the number of iterations too. So, using this representation
for the basins of attraction, we can to compare some iterative methods for
solving nonlinear equations.

2.3. A comparison betwen the iterative methods by using the
basins of attraction

To show the performances of our method, (Bisectrice Newton (BN)), for
solving nonlinear equations, in comparison with other similar methods, we
choosed in our study the methods:

(a) Classical Newton (CN)
(b) Arithmetic mean Newton (AN)
(c) Harmonic mean Newton (HN)
(d) Midpoint Newton (MN)
(e) Bisectrix Newton (BN)
To compare the methods (a)-(e), we choosed the test equations f1(x) =

0, f2(x) = 0, f3(x) = 0, where

(2.10) f1 : [−1, 2]→ R, f1(x) = x3 + 4x2 − 10,
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(2.11) f2 : [−2, 4]→ R, f2(x) = (x− 1)6 − 1,

(2.12) f3 : [−3.5, 4]→ R, f3(x) = x4

4 sin x− 1.

We generated the basins of attraction for the roots of the equation
fp(x) = 0 on the interval Ip, p = 1, 2, 3, corresponding to the iterative meth-
ods CN, AN, HN , MN and BN, we cover the interval Ip by n+1 equidistant
points {ti}ni=0 (n = 500). We denote the set of these points by T . We solve
the equation starting from each point x0 in T .

If x0 attempts a root α of the equation, α ∈ Ip,with a tolerance ε = 10−5

in k ≤ 14 iterations then we draw at x0 a vertical bar with height equal to k
and in a color associated to the root α. If x0 is not attracted by any root of
the equation f(x) = 0, then we draw at x0 a red bar under x-axes. Nothing
to draw if x0 is attracted by a root out of the interval Ip.

We used the "bars" variant for viewing the basins of attraction because
this shows us the intervals of convergence for the corresponding method
and number of iterations. So, using this representation for the basins of
attraction, we can compare some iterative methods for solving nonlinear
equations.

Now, for the equation fp(x) = 0, the interval Ip and an iterative method
we introduce :

Convergence Interval Index (CII) as

CII = Cpoints
Tpoints

where Cpoints is, among the points taken in T, the total number of points
attracted by the roots of the equation f(x) = 0, Tpoints is the total number
of poins taken in T and

Mean Number of Iterations (MNI) as

MNI = Niter
Cpoints
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where Niter is the total number of iterations corresponding to the points
attracted by the roots of the equation.
The figures Figure 2.11, Figure 2.12 and Figure 2.13 show the basins of
attraction corresponding to the iterative methods CN, AN, HN, MN and
BN for the solutions of the equations f1(x) = 0, f2(x) = 0, f3(x) = 0 and
the intervals I1, I2 and I3.

For each method, we use the same tolerance ε = 10−5 and the same
maxim number of iterations k = 14 .

The numerical results are presented in Table 2.1, Table 2.2 and Table
2.3.

To generate the basins of attraction and to obtain the numerical results
we used Mathcad 14.0 package.

The graphic representation of the basins of attraction for real roots al-
lows us to see the behaviors of the iterative methods CN, AN, HN, MN and
BN, and compare their intervals of convergence.

In Figure 2.11, Figure 2.12 and Figure 2.13 one can observe that our
method(BN) has the largest intervals of convergence for each equation stud-
ied. Moreover, in the case of the equation f2(x) = 0, in Table 2.2 one can
see that our method has also the best convergence speed.
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(a) the method CN (b) the method AN

(c) the metod HN (d) the metod MN

(e) the metod BN

Table 2.1 Numerical results for f1(x)
metoda CII MNI
CN 0.694 4.8
AN 0.798 3.8
HN 0.778 3.3
MN 0.784 3.8
BN 0.906 3.8

Figure 2.11 The attraction basins for f1(x)
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(a) the method CN (b) the method AN

(c) the method HN (d) the method MN

(e) the method BN

Table 2.2 Numerical results for f2(x)
metoda IAC NMI
CN 0.838 6.9
AN 0.792 4.9
HN 0.828 4.3
MN 0.814 4.5
BN 0.978 3.8

Figure 2.12 The attraction basins for f2(x)
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(a) the method CN (b) the method AN

(c) the method HN (d) the method MN

(e) the method BN

Table 2.3 Numerical results for f3(x)
metoda IAC NMI
CN 0.900 5.1
AN 0.664 3.4
HN 0.900 3.4
MN 0.726 3.4
BN 0.974 3.7

Figure 2.13 The attraction basins for f3(x)



CHAPTER 3

The attraction basins for the zeros of complex
coefficients polynomials

An important particular case of nonlinear equations consists in deter-
mining zeros of polynomials. In this chapter we will refer to approximating
zeros of polynomials with complex coefficients by using a few Newton type
methods. At the end of the chapter, we present results of a comparative
study of these methods, by using the basins of attraction (G. Ardelean
[11]).

1. Determination of polynomial zeros

2. An algorithm to approximate the polynomial zeros

3. The attraction basins for polynomial zeros

4. A comparison of iterative methods by using the basins of
attraction

In the following we present the results of a comparative analysis of New-
ton type iterative methods for solving nonlinear equations. We chose to in-
vestigate six such methods, including classical method of Newton as a "stan-
dard", and three polynomials with complex coefficients for which we per-
formed numerical experiments. The results of this study consists in ranking
the investigated methods, in terms of performance, such as computer time
used, the convergence area and velocity of convergence. The study is based

19
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on the basins of attraction for zeros of polynomials chosen, corresponding to
the iterative methods analyzed.

4.1. Description of methods

The studied methods are:
(a) Classical Newton method(CN)
This method is defined by the relation

(3.13) zn+1 = zn −
P (zn)
P ′(zn) , n = 0, 1, 2, . . .

This method is quadratically convergent and with efficiency index 2 1
2 =

1.414.
(b) Arithmetic mean Newton method(AN) [140]

This method is defined by the relation

(3.14) zn+1 = zn −
2P (zn)

P ′(zn) + P ′(yn) , n = 0, 1, 2, . . .

where yn = zn − P (zn)
P ′(zn) .

The method is third-order of convergence and is of efficiency index 3 1
3 =

1.442.
(c) Harmonic mean Newton’s method (HN) [107]

The method is defined by

(3.15) zn+1 = zn −
P (zn)(P ′(zn) + P ′(yn))

2P ′(zn)P ′(yn) , n = 0, 1, 2, . . .

where yn = zn − P (zn)
P ′(zn) .

This method is third-order of convergence and efficiency index is 3 1
3 =

1.442.
(d) Midpoint Newton’s method (MN) [107]
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The method is defined by

(3.16) zn+1 = zn −
P (zn)

P ′((zn + yn)/2) , n = 0, 1, 2, . . .

where yn = zn − P (zn)
P ′(zn) .

This method is third-order of convergence and of efficiency index 3 1
3 =

1.442 too.

(e) Halley’s method (HM) [132]

This method is defined by

(3.17) zn+1 = zn −
(

1 + 1
2

LP (zn)
1− 1

2 LP (zn)

)
P (zn)
P ′(zn) , n = 0, 1, 2, . . .

where LP (zn) = P ′′(zn)P (zn)
[P ′(zn)]2 .

This method is third-order of convergence and of efficiency index 3 1
3 =

1.442.

(f) Traub-Ostrowski method (TOM) [132]

The method is defined by

(3.18) zn+1 = zn −
P (yn)− P (zn)
2P (yn)− P (zn)

P (zn)
P ′(zn) , n = 0, 1, 2, . . .

where yn = zn − P (zn)
P ′(zn) .

This method is of fourth-order of convergence and of efficiency index
4 1

3 = 1.587.
By Kung-Traub Conjecture, a method has the optimal order equals to

2d−1 and optimal efficiency index equals to 2(d−1)/d, where d is the infor-
mational usage. So, this method has optimal order 4 = 23−1 (in this case
d = 3) and optimal efficiency index 4 1

3 = 2 2
3 .

The test polynomials used in our computer experiments are as follows:
1) P1(z) = z7 − 1 whose zeros are: 1, 0.623 ± 0.782i, −0.223 ± 0.975i,

−0.901± 0.434i. This example is like in [16].
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2) P2(z) = z8 + (1 + 8i)z7 + (−22 + 27i)z6 + (−105 + 70i)z5 + (−271 +
185i)z4 + (−346 + 872i)z3 + (1282 + 1658i)z2 + (3060− 2820i)z − 3600.

The zeros are: 1, 1 + i, 2i, −2 + 2i, −3, −3−3i, −5i, 5−5i (in a "spiral"
placement that can be seen in Fig. 3. This example is from [6].

3) P3(z) = z3 + (2 − 3i)z2 − (5 + 5i)z − 8 − 12i with zeros: −3 + 2i,
−1− i, 2 + 2i.

4.2. The Mathcad programs for generating the basins of
attraction

4.3. Numerical results

In practice, if the iterative method starting in z0 ∈ D reach a zero in
k iterations (k < 15), then we mark this point z0 with a color depend-
ing on k. For example, for k = 14 the associated color is red. For our
polynomials P1(z), P2(z) and P3(z) we take the rectangles D1, D2 and re-
spectively D3 as follows: D1 = [2, 2] × [−2, 2]; D2 = [−15, 20] × [−20, 15];
D3 = [−300, 300]× [−300, 300]. In each of these cases, the rectangle contains
all zeros of corresponding polynomial. To generate the pictures we employed
Mathcad 14.0 and a computer laptop DELL Inspiron 1501, 1.6 GHz.

For the basins of attraction the following Figure 3.4, Fiure 3.5 and Figure
3.6 was obtained:
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(a) Classical Newton
method(CN)

(b) Arithmetic mean
Newton method(AN)

(c) Harmonic mean Newton
method (HN)

(d) Midpoint Newton method(MN)

(e) Halley method(HM) (f) Traub-Ostrowski method(TOM)
Figure 3.4 The attraction basins for the polynomial P1(z)



243. THE ATTRACTION BASINS FOR THE ZEROS OF COMPLEX COEFFICIENTS POLYNOMIALS

(a) Classical Newton
method(CN)

(b) Arithmetic mean
Newton method(AN)

(c) Harmonic mean Newton
method(HN)

(d) Midpoint Newton method(MN)

(e) Halley method(HM) (f) Traub-Ostrowski method(TOM)
Figure 3.5 The attraction basins for the polynomial P2(z)
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(a) Classical Newton
method(CN)

(b) Arithmetic mean
Newton method(AN)

(c) Harmonic mean Newton
method (HN)

(d) metoda Midpoint Newton (MN)

(e) Halley method(HM) (f) Traub-Ostrowski method(TOM)

Figure 3.6 The attraction basins for the polynomial P3(z)
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The results of our computer experiments are presented in three sugges-
tive diagrams (in Fig. 5, Fig. 6 and Fig. 7), that concentrate all informations
concerning the behaviour of the investigated methods on the three example
polynomials P1, P2 and P3.

We think that the most relevant and important results are those in the
diagram from Fig. 5 which show the computer time needed by each method
to generate the basins of attraction for each polynomial P1, P2 and P3.
This time is presented as a relative time to Newton’s method, to not depend
on the computer used. The absolute values of time for Newton’s method, on
our computer was:

220 sec. for the polynomial P1; 332 sec. for the polynomial P2; 206 sec.
for the polynomial P3.

Figure 3.7 Computer time needed to generate the basins of attraction
(Newton=1).
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Figure 3.8 Mean number of iterations for convergent points.

Figure 3.9 Number of convergent poins / Total number of starting points
evaluated.
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4.4. Conclusions

In each of shown diagrams, we included for each method a green bar
corresponding to the mean of values presented for the three polynomials
P1, P2 and P3. This shows us that "the best" from all points of view is
Traub-Ostrowski’s method (TOM).It’s normally, because this method has
the greatest efficiency index, that is 1.587, and is an optimal efficiency index.
We observe too that this method is only of fourth-order between the methods
investigated.

About the methods of third-order (AN, HN, MN and HM) we consider
that Halley’s method (HM) to be the best of this group (is the best as the
time parameter and percentage of convergent points).
The Arithmetic mean Newton’s method (AN) seems to be "the last" from
all points of view.

We specify that Classical Newton’s method (CN) is not included in the
"competition". This is only used as a standard.

The results of our study are presented în (G. Ardelean [11]).



CHAPTER 4

Topological properties of the basins of attraction

1. Topological preliminaries

2. The left topology associated to a quasiorder relation

A quasiorder relation on a set is a binary reflexive and transitive relation.
Let M be a nonvoid set and let ≺ be a quasiorder relation on M . For

each w ∈M let

(4.19) Ow = {v/v ∈M, v ≺ w}.

In [133] it is proved that the family of sets {Ow}w∈M is a base for a
topology on M . This topology is called the left topology on M associated to
the relation ≺. The right topology on a set of words is studied in [32].

Let (M,J ≺) be the corresponding topological space.

Proposition 4.2.3. (G. Ardelean [7]) A subset A of M is an open set of
the topological space (M,J≺) iff from y ∈ A and x ≺ y it follows x ∈ A.

Corollary 4.2.4. (G. Ardelean [7]) A subset A of M is an open set of
the topological space (M,J≺) iff A = Pred≺(A).

Proposition 4.2.5. (G. Ardelean [7]) A subset B of M is a closed set of
the topological space (M,J≺) iff x ∈ B and x ≺ y implies y ∈ B.

Corollary 4.2.6. (G. Ardelean [7]) A subset B of M is a closed set of
the topological space (M,J≺) iff B = Succ≺(B).

29
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Lemma 4.2.7. (G. Ardelean [7]) If there exists v ∈ M such that for
every w ∈M follows v ≺ w or w ≺ v, then the topological space (M,K≺) is
connected.

3. Topological features of the basins of attraction

Our function example is f : [0.8, 6.2]→ R.

(4.20) f(x) = (x− 1)(x− 2)(x− 3)(x− 4)(x− 5)(x− 6)

and the equation

(4.21) f(x) = 0.

It is obvious that the roots of the equation (4.21) are 1, 2, 3, 4, 5 and 6.
To solve this equation we use the Newton’s schema and associated iteration
function

F (x) = x− f(x)
f ′(x) .

Let α be one of the roots of the equation (4.21) and let B(α) be the
basin of attraction of the root α.

Figure 4.1 The basins of attraction for the zeros of the function (4.20)

As an example, we considered the start point x0 = 4.44 and we have deter-
minated the next five points generated by the iteration schema (??):
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x1 = F (x0) = 3.63448 x2 = F (x1) = 4.39176 x3 = F (x2) = 3.80975
x4 = F (x3) = 4.03653 x5 = F (x4) = 4.00031.
As one can see in Figure 1, the point x1 can be attempted by an iteration

of Newton’s method from the points y = 2.52345 and z = 5.6169, too.
So, we have x1 = F (y) and x1 = F (z). We determined too the points u, v

and w such that x2 = F (u), x3 = F (v) and x4 = F (w), where u = 2.48227,
v = 5.61186 and w = 2.49599.

For the values of x0, x1, x2, x3, x4, x5 and y, z, u, v, w and for the root
α = 4 we imagine the following tree structure scheme:

Figure 4.2 The structure of sequence starting from x0 = 4.44

About the points x0, x1, x2, x3, x4, x5, . . . we can say that there are in
the base basin of attraction of the root α, denoted B(α), and about the
points y, z, u, v, w we say that there are in the extended basin of attraction
of the root α, denoted B(α). We can say that B(α) is the largest interval
that contains α and are included in B(α).

Let α be a real zero of the function f : I ⊆ R → R. This zero can be
determinated as a fixed point of an iterative method F such that for some
values of the start point x0, the sequence generated by

(4.22) xn+1 = F (xn), n = 0, 1, 2, . . .
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is converging to α.
Let B(α) be the basin of attraction of the root α of the equation f(x) =

0, corresponding to the method F . On the set B(α) we define the next
binary relation:

(4.23) x, y ∈ B(α), x ≺ y def⇐⇒ there exists k ∈ N such that y = F k(x).

So, we have x ≺ y iff y can be attempted from x by iterations of the method
F .
By F k(x) we denoted (F ◦ F ◦ · · · ◦ F︸ ︷︷ ︸

k times

)(x).

The relation ≺ is reflexive and transitive, so is a quasiorder relation on
B(α).

Let (B(α), J≺) be the topological space with the left topology associated
to the quasiorder relation ≺.

The family of sets

Ow{v ∈ B(α)/v ≺ w}

is the base of the topological space (B(α), J≺).
One can imagine for the basin of attraction B(α) the following tree-

structure:

Figure 4.3 The tree-structure of the basin of attraction B(α)
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In this tree the knots are the elements (points) of B(α). On can pass
from a knot to another only by iteration of the method F .

One considers that t ≺ α for any t ∈ B(α) and that α ∈ B(α). In the
figure above, the sets with circular borders are examples of open sets, and
the set with polygonal border is an example of closed set.

Let B be the union of all basins of attractions of the roots of the equa-
tions f(x) = 0 in the interval I and let (B, τ≺) be the topological space with
the left topology associated to the quasiorder relation ≺ defined by (4.23)
on B.

Some topological properties of the basin of attraction B(α) that results
from the precedent considerations are the following proposition:

Teorema 4.3.8. (G. Ardelean [16]) 1. The topological space (B(α), J≺)
is connected.

2. The topological space (B(α), J≺) is compact.
3. The restriction of the application method at the set B(α),

F : B(α)→ B(α)

is a continuous application in the sense of the topological space (B(α), J≺).
4. The topological space (B, τ≺) is compact but is not connected. The

only connected sets are the basins of attraction of the equation f(x) = 0 in
the interval I.

Finally, we present some topological considerations with respect to the
complex case.

Let

(4.24) f : D ⊆ C → C

be a complex differentiable function on the rectangular domain D in the
complex z plane that contains all the roots of the equation f(x) = 0. All
the topological properties in real case are valid in the complex case too.
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As an example, in this case we consider the function

(4.25) f(x) = z4 + 1

and the domain D = [−10, 10]× [−10, 10].
In [9] we present a computer program to generate the basins of attraction

for complex coefficients polynomials roots.
Some can associate the topological space (B(α), J≺) with the topological

space of Hawaiian rings, which is a continuum too (see [6]). The associate
of the figures 4.4 and 4.5 is relevant.

The topological space of Hawaiian rings is the subspace X ⊂ R2 that

is the union of the circles Cn of radius
1
n
and center

( 1
n
, 0
)
for n = 1, 2, . . . .

Figure 4.4 The basin of attraction of

the root α =
√

2
2 +

√
2

2 i

Figure 4.5 The Hawaiian rings

4. Conclusions

Our work connect too very different domains as the iterative methods for
solving nonlinear equations and the topology. Our investigations developed
the topological properties of the basins of attraction presented above.

We consider that the topological research of the basins of attraction can
give more interesting and more relevant results.



CHAPTER 5

Application "Interactiv Bazin" for the basins of
attraction

1. Description of application

"Interactive Basin" is an application which permits to generate the
attraction basins for Newton methods applied to polynomials with complex
coefficients. The soft gives an interactive graphical representation of attrac-
tion basins and gives information about the considered problem.

Therefore, after the launching, it is requested the necessary data to gen-
erate the attraction basins, namely the polynomial degree, the polynomial
coefficients and the bounds of a domain in real plane, which contains the
solutions.

After that, the attraction basins will be draw on the screen. The result
is obtain by to Newton method.

The user can request information about any point in the established
domain. This can be done by a left click on the selected point. These
information are related to:

- the coordinates of selected point in real plan;
- the root to which Newton method converges. The start, the first

iteration, is the selected point. Also, in case of convergence, it is displayed
the number of iterations.

35



36 5. APPLICATION "INTERACTIV BAZIN" FOR THE BASINS OF ATTRACTION

- the message "NU CONVERGE", in case of no convergence from the
selected point;

- the polynomial value in the selected point:
- the obtained value which can be attained from the selected point by

an iteration of Newton method;
Some of these information are viewed on screen by implemented dynamic

elements, like dedicated cursor.

1.1. Complex plane and graphical screen

1.2. Input data

1.3. Attraction basins COLOURS/NUMBER OF
ITERATIONS

Figure 5.3 contains all basic elements of Interactiv Bazin application.
Here, can be viewed the attraction basins of P1(z) and remark that the
colour of one pixel represents the necessary number of iterations by Newton
method to reach the root of polynomial equation. The start point is z sitated
in complex plan.

The white areas represent the set of divergences points of Newton method.

Figure 5.3. Attraction basins of P1(z) polynomial



1. DESCRIPTION OF APPLICATION 37

On the screen appears the next elements:

- the three cursors:
- the mouse cursor:
which points to a pixel on screen. This pixel is associate to an
input data value z in complex plane;

- the "angel"-cursor :
This cursor highlights on the screen the position related to
z1 which represents the next Newton iteration for the given
polynomial, i.e.

z1 = z − P (z)
P ′(z)

- the "daemon"-cursor:
This cursor highlights on screen the position of value P (z),
most often not visible because the value of P (z) is outside of
selected domain.

- At the bottom of the screen are displayed the values z, P (z) and
z1, which are update according to the position of the mouse;

After the initialize the value of z by positioning the mouse cursor on the
screen and left click it will be displayed the next information:

- on top and left side of the screen are displayed the coordinates of
z in complex plane;

- the root which Newton method converges from the initial point
z and the number of iterations required to approximation with
tolerance ε = 10−4 are displayed;

- if the method is not convergent, than it will be displayed the mes-
sage "NU CONVERGE", this means that the cursor is in a white
area on screen.
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1.4. Basins of attraction COLOURS/ROOTS

As has been mentioned before, in this case the colours of areas on screen
are associated with the roots of polynomial equation. The Newton method
converges to the same root, from the point of an area with the same colour,
and the white areas represent the set of point from which the Newton’s
method does not converge.

By the mouse, it can be select one screen point, which represents the
value of z in complex plane and left click on it will be displayed the coor-
dinates of z and the roots obtained by Newton’s method, in case of conver-
gence, or the message "NU CONVERGE" in case of divergence.

In Figure 5.6 are displayed the basins of attraction, obtained by New-
ton’s method, for the P1(z) polynomial. For example, the green area is
the set of all points from which the Newton’s method converges to the root
z = −0.809 + 0.588i, and the blue area is the set of all points from which
the Newton iterations converge to the root z = 0.

Figure 5.6 The colors are related to the roots

The white areas represent the set of divergence points related to Newton
method.
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An example is contains in Figure 5.7, where the message "NU CON-
VERGE" appears.

Figure 5.7 The white areas represent the points of divergence

Activation of "EXIT" button, launches the screen with values of polyno-
mial roots, after that quit from application.

In G. Ardelean [9], we give an algorithm and the sours code written in
Pascal, which can be used to found the roots, real and complex, of a given
polynomial equation. Also, in G. Ardelean[12] we presented a new soft for
view the graphical representation basins of attraction.



ANNEX - Mathcad and Pascal programs

Mathcad programs for generating the attraction basins

Pascal source programs

NEWTONPOL program

Newton Procedure

Pascal program sequence for computing the roots of the
polynomial and generate the basins of attraction

COLORS / NUMBER OF ITERATIONS

Pascal program sequence for computing the roots of the
polynomial and generate the basins of attraction

COLORS / ROOTS

The unit Ucomplex

40
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